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Degradation Models

@ General path model.

@ Stochastic process: Wiener, gamma, inverse Gaussian (IG), variance gamma,
Ornstein—Uhlenbeck, etc.

@ Review papers: Si et al. (2011), Ye and Xie (2015), Zhang et al. (2018).
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Introduction

Reparameterized |G (rlG) distribution

Connection to |G distribution

The rlG distribution 7IG(0, ) relates to the traditional IG distribution
IG(a,b) as a = §/v and b = §°.

Moment generating function (MGF)

My (t) = B(e) = (V1 F). (1)

Additive property
If}fl ~ TIG((SlafY) 7Y'2 ~rlG (5277)1 then }/1 +}/2 ~ T.IG((SI +627ry) :
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Introduction

Probability density function (PDF)
If a random variable Y follows rlG distribution, then its PDF is

5 2,—1 2
fric(ylo,y) = Ee‘”y‘g”e‘(‘s )R 50,650, v>00  (2)

Cumulative distribution function (CDF)

Fugtlen) =@ |[Viv- 22| +ée |~vi- 5| @

where ®(-) is the CDF of the standard normal distribution.
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Introduction

rlG process

Definition of rlG process

rlG process {Z(t),t > 0} satisfies the following properties:
(1) Z(0) = 0 with probability one;

(1) Z(t) has independent increments. Specifically, Z (t2) — Z (t1) and Z (s2) — Z (s1) are
independent for all t5 > t1 > s9 > 51 > 0;

(i) Forall t > s >0, Z(t) — Z(s) follows the rlG distribution 7IG (5(A(t) — A(s)),7),
where A(t) is a monotone increasing function with A(0) =0, 6 and « are unknown

parameters.

@ Denoted as rZG (6A(t), ).
@ The mean and variance of {Z(t),t > 0}, which are §A(t)/~ and §A(t)/~3, respectively.
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Two-phase rlG degradation model Introduction

Two-stage degradation
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Two-phase rlG degradation model Introduction

Related Literature

Two-phase degradation modeling

@ Wiener process: Wang et al. (2018a, 2018b), Zhang et al. (2019), Lin et al. (2021),
Ma et al. (2023), etc.

©Q Gamma process: Ling et al. (2019), Lin et al. (2021).

© G process: Duan and Wang (2017).
o Limitations of Duan and Wang (2017):

(i) Constraints on locations of change points;

(i) Insufficient considerations for deriving the lifetime distribution;

(i) Neglecting the uncertainty in estimation.
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Two-phase rlG degradation model Introduction
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Two-phase rlG degradation model Introduction

Contributions

(i) A novel two-phase rlG degradation model with distinct change points and model
parameters for each individual system;

(ii) Derive the distribution of failure time and RUL, and propose an adaptive replacement
policy;

(iii) Employ bootstrap and Bayesian approach to generate interval estimates for the
parameters.
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Two-phase rlG degradation model Model definition

Two-phase rlG degradation model

Two-phase rlG degradation model

Suppose a system'’s performance characteristic degrades in two distinct
phases, separated by a single change point.

Y ()| ~ rZG (m(t;61,02,7),7), T~ N (pir, 02),
5it, t<T, 4
m(t; 01,02, 7) = ' =7 )
52(t—T)+51T, t>T,

where 01 and J9 are the drift parameters for ¢ < 7 and ¢ > 7, respectively.
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Failure-time

Yi(t), t<,

LetT:inf{t|Y(t)ZD}, and Y(t):{ Yl(T)—i-YQ(t—T) t> T

Conditional reliability function of T’
00<t<rt

Ft|7)=PT>t|r>t)=PMYi(t) <D|7 >t) = Frzg(D|b1t, 7). (5)
Qt>T
FBt|r)=PYt)<D|r<t)=PYi(1)+Ya(t—7)<D|T<1)

(6)

D
_ / Frzg(D = yr|05(t — 7),79) f1(y» | 7)dyr,

where y, represents the degradation value at 7, and fi(y, | 7) is the PDF of y..
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Two-phase rlG degradation model Model definition

Failure-time

Unconditional reliability function of T’

RO =P(Y({t)<D,r>t)+ P(Y(t) <D,0< 7 <t)

= ANGO+ [ orlrlin )Pt 7)dr

(7)

where G, (t) is the survival function of random variable 7.

Mean time to failure (MTTF)

MTTF = B(T) = /0 T Ryt (8)
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Two-phase rlG degradation model Model definition

Remaining useful life (RUL)

Let Sy =inf{z;Y (t+2) >D|Y(t) < D}.

Conditional reliability function of S}
(i) When z +t < 7

Fs,1(z | 7) = Frzg(D = Y (£)|612, 7). (9)
(ii) Whent <1t <z +t:

Fg,ox|7)=PY(t+2)<D|Y(t) <D)
D (10)

_ / Fozg(D — yolda(t + 3 — 7),79) fi (yr | 7)dys-

(iii) When 7 < ¢:

Fs,3(x | 7) = Frzg(D — Y ()|022, 7). (11)
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Two-phase rlG degradation model Model definition

RUL

Unconditional reliability function of S;

Rs, () =PY(t+2z)<D,t<z+t<rT)
+PY(t+z)<Dit<t<z+t)+PY(t+z) <D,t>1)

- ~ o - 12
—Fon (z|7) Crlz ) + / 9 (lttr, 02)Fs, 2 (| 7) dr (12)
t

t
—|—/ 9-(T)Fs, 3 (x| 7)dr.
0

Mean of RUL at time ¢

MRL = E(S;) = /000 Rg,(x)dz.
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Two-phase rlG degradation model Statistical inference

@ [ systems under inspection in a degradation test.
@ Deterioration pattern follows the two-phase rlG degradation model.

@ Y; ; is the observed degradation value at the measurement time ¢; ;,
i=1...,I, j=1,...,n,, and 0<t1‘71 <<ty

0 Let Ay; ;=Y;; —Yij—1, Yio=0.

® Denote AY; = (Ay1,...,Ayin,) , AY = (AY;",---,AY;") "
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Conditional PDF of Ay; ;

Ayss ~r1G (Am*) (01,025,7) )
01,At; k=1,
Amﬁ? (01,05 02,0, 7) = § (61,6 — 02,4) T + Oty — Onitij1, k=2,
PN k=3,
At =t —tiiiandtio=0i=1....I, j=1,... n.

Am® = 6,7t A = (B = 82T+ Gatigin — Builig AmE) = 85,0t

Degradation
Degradation
Degradation

tij-1 tij T tijo1 T tij Ti tij-1 tij
Time Time Time

(@) i >t (b) tij—1 <7 <tij (¢) 7 < tij-1

Figure 1: Three scenarios for change points and inspection time.
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Conditional PDF of Ay; ;

Let )\571]) = I(Tz > ti,j) , )\5’2]) = I(ti’j_l <7< ti,j) , )\573]) = I(Tl < ti7j_1).

(1) (2) (3)
A (813,025, 75) =Am) (815, 82,4, 7)™ % Am) (81,4, 02,, )7 % Am®) (81,4, 62,0, 7) 7 .

Amg j (01,4,024,Ti)
\ 2T
{ [Am; ; (01,4, 024, 7)) Ayz’_,jl + V2 Ay; ; }
X exp 4 — :

€xp {VAmz',j (5172‘, 52,2', Tz)} Ay._fo’/Q

J

fi,j (Ayz,] | 61,i7 62,i77—i7 7) -

2
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Two-phase rlG degradation model Statistical inference

@ Let 61 = (6171, A ,(517])1—, 62 = ((5271, A ,(5271)T and 7 = (7'1, . ,T[)T.
T sT )" 2\ T T ,T\T

@ Denote n = (8/,0;,7) , 0, = (ur,02) and ¥ = (8],n")

@ Given the observed data AY, the likelihood function is

oo M

Lon(AY]9) = H / TL s (B0 b b getrlodn (14)

Remark: Obtain a closed-form solution for the ML estimates of 1 is not feasible.
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Two-phase rlG degradation model Statistical inference

Log-likelihood function for the complete data
l(AY, 7[9) = Z i (6) +ZZZ 4(m.7), (15)

o=l =il gi=1

2
1 (6,) = logg, (r: | 6,) = ~log Varo, — (1_tir)

lij(n,7) =log fi; (Ayi; | m, )
Jom 3 Ami; Ay
= —log v2m + log Am; j + yAm,; ; — 3 log Ay; ; — 2Ayi; _ 5 i

and Amm = Ami,j (51,2'; 52,i77-i)'
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Two-phase rlG degradation model Statistical inference

@ E-step:

Qs (9) = Eﬂ( y [L(AY, 7]9)]

(16)
—ZE'B() |AY+ZZE19() 1]777 )|AY]7
=1 j=1
@ M-step:
V(s41) = argmax Q) (). (17)
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Two-phase rlG degradation model Statistical inference

@ Step 1. Initialize the parameters 1 to some random values ¥(g), and setting the
tolerance error .

@ Step 2. Calculate Ey  [I; (07) | Ay] and Ey  [li j(n, T) | Ay] based on the
solution of the s-th iteration 9.

@ Step 3. Calculate the solution of the (s + 1)-th iteration ¥(,;1) by (17).

@ Step 4. Repeat Steps 2 and 3 until |19(s+1) — 19(3)| < €, where | - | is the Euclidean
distance.

@ Step 5. The MLE of 9 can be obtained as 9= D (s41)-

Applications of RIG Process



Two-phase rlG degradation model Statistical inference

Parametric bootstrap method

Algorithm 1: Parametric bootstrap algorithm.

Input: Point estimate 9.
Output: B bootstrap estimates {19{, ceey 19*8}4
1 for b=1to Bdo
2 | Generate T from N (i, 52);
3 for i=1toIdo
4 for j=1ton; do
5 Generate degradation sample AY;; from
rIG (Amﬁf;? (81,,-,82,1-@-) ,ﬁ) k=1,2,3.
6 end

7 end

8 Obtain 'z§§ based on AY using the proposed EM algorithm.

9 end

BRE (ZJSV) Applications of RIG Process 25 /59



Two-phase rlG degradation model Statistical inference

Parametric bootstrap method

After acquiring the bootstrap estimates {19’{, e ﬁg} an approximate

100(1 — «)% bootstrap confidence interval for a function of the parameters

h(¥) is:
lh (é*)(aB/Q) X (é*)((l—aﬂ)l’ﬁ’)] ’

where h (ﬁ*)(b) denotes the b-th statistic among {h (19*)1 N ) (3*)6}.
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Two-phase rlG degradation model Statistical inference

Bayesian analysis

}/;,(t|7-z) ~ TIg (m(ta 61,2'762,1'77-2')77) y Ti ™ N (MT?OE) ) 1= 17 cee 717
01,it, t<m,

m(t; 014,024, 7;) =
v 0o (t — 1) + 01,7, t> T,

(MT7 O’E) ~ NIGa (ﬁTanTvaa€T> e N(UJ, ’12%
5172’ ~ N (,Ml, O_%) 752,i ~ N (,Uf27 0%)7
(11,07) ~ NIGa (Br,m,v1,61) , (p2,03) ~ NIGa (B2, m2,v2, &),

where N1Ga(-) denotes the normal-inverse gamma distribution.
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Two-phase rlG degradation model Statistical inference

Joint posterior distribution of 8

.
© Let 0 = (9, 1,07, 12,0%)  be the parameter vector.

@ According to Bayes' theorem, the joint posterior distribution of @ can be derived as

(0| AY) o< (pr, 02) 7 (1, 01) 7 (2, 03) w (v | w, k) 7 (7 | pr, 02)

18
X T (61 | ul,af) T (52 | ul,af) fay (AY | 81,02, 7,7). ( )

@ Employ the Gibbs sampling algorithm to generate posterior samples of the
parameters, thereby facilitating Bayesian inference.
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Two-phase rlG degradation model Case study

Lithium-ion batteries

Degradation rate(%)

Threshold
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Parameter Estimation by two-phase rlG Model

Table 1: Parameter estimation based on the proposed model.

HB ML | HB ML
B B T B B Br B T B B
2.5% 0.422 2.198 22.257 0.497 2.511 2.5% 0.467 1.993 24.151 0.561 2.120
# 1 Mean 0.532 2.516 23.187 0.510 2.632||# 4 Mean 0.583 2.291 25.008 0.576 2.221
97.5% 0.645 2.851 24.664 0.518 2.713 97.5% 0.703 2.595 26.060 0.587 2.288
2.5% 0.523 2.013 24.365 0.638 2.113 2.5% 0.495 2.162 23.184 0.624 2.382
4 2 Mean 0.653 2.312 25.336 0.658 2.215||# 5 Mean 0.621 2.472 24.003 0.642 2.496
97.5% 0.785 2.615 26.557 0.670 2.282 97.5% 0.752 2.809 25.370 0.654 2.572
25% 0.336 2.161 26.316 0.405 2.412 2.5% 0.464 2.130 24.722 0.559 2.324
43 Mean 0.428 2.487 26.761 0.414 2.531||# 6 Mean 0.577 2.443 25.583 0.574 2.440
97.5% 0.518 2.831 27.381 0.420 2.610 97.5% 0.697 2.769 26.306 0.585 2.517
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Two-phase rlG degradation model Case study

Table 2: RMSE and RB results for different models.

Training(30)  Prediciton (19) Overall
RMSE RB RMSE RB RMSE RB

Proposed 0.448 0.248 1538 0.060 1.020 0.175
Linear  3.476 1.442 3.685 0.156 3.558 0.943
Power  2.057 0.568 2.475 0.113 2229 0.391

Exp 0.908 0.313 1.611 0.065 1.230 0.217
Duan 0.434 0.239 1976 0.075 1.276 0.175

Model
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Two-phase rlG degradation model Case study
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Figure 3: Degradation path training and prediction results for battery #2 using different
methods, with a zoomed-in view of the potential change point locations.
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Two-phase rlG degradation model Case study
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Two-phase rlG degradation model Case study
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Figure 5: Reliability and density functions of RUL based on HB method.
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Multivariate rlG degradation model Introduction

Permanent magnet brake (PMB) data

=) PC2 PC1 PC2
0 0.3 o, | 03]
p-value: 0.737 p-value: 0.62
Unit
-1
-2 0.2 0.2+
. 5 -3 o
o
3 -
> -5 (g
— 6 014 014
10 7
8
0.04 0.04
0 10 20 30 0 10 20 30 . . . e 4 . . &
. . .1 .2 . f A .2 .
Time (days x3) ” ’ ’ 'I!'Jhseoreti((]:gl ’ ! ”
(a) Degradation paths (b) Q-Q plots using IG distribution

Figure 6: Summary of PMB data for two PCs: degradation paths and Q-Q plots.
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Multivariate rlG degradation model Introduction

Unit 1 2 3 4 5 6 7 8
Correlation 0.819 0.749 0.806 0.840 0.779 0.749 0.765 0.800

Figure 7: Pearson correlation coefficients of two PCs across various units.

@ Objective: establish a multivariate IG process model incorporating common effects.

Applications of RIG Process



Multivariate rlG degradation model Introduction

Related literature

Multivariate degradation modeling

@ Copula-based method
@ Multivariate distribution-based method
@ Common-effect-based method

a) Frailty model-based method
b) Stochastic process summation method

Applications of RIG Process



Multivariate rlG degradation model Introduction

Challenges

Q Copula-based method: Faces difficulties in selecting appropriate copulas and
providing clear physical interpretations.

©Q Muiltivariate distribution-based method: Mostly limited to bivariate cases, with
challenges in extending to multivariate distributions.

Q@ Frailty model-based method: The use of a single frailty factor limits the model's
generality.

Advantages of stochastic process summation

@ Model parameters increase linearly with dimensionality, simplifying high-dimensional

degradation modeling.

Applications of RIG Process



Multivariate rlG degradation model Introduction

Contributions

(1) Construct a multivariate rlG process using the common-effect method and analyze its
properties and system lifetime distribution.

(ii) Apply Gauss-Legendre (GL) quadrature for approximating the complex integral in the
lifetime distribution.

(iii) Use the EM algorithm for parameter estimation, with parametric bootstrap for
confidence intervals.
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Multivariate rlG degradation model Model definition

Model definition

Degradation process of the k-th PC

Yi(t) = Xp(t) + Z(8),k=1,..., K, (19)

where Z(t) ~ 1ZG (Ao(t),7) and X (t) ~ rZG (Ak(t),~y) are independent of
each other, Ax(t) and Ay(t) are monotonically increasing functions of t.

Based on the additive property of the rlG distribution, Yy (t) is

Yi(t) ~ rIG (As(t) + Ao(t),7) k= 1,..., K. (20)

Applications of RIG Process



Multivariate rlG degradation model Model definition

Proposition 1

The mean and variance of the degradation process Yj(t) are
Ao(t) + Ak ()

BYA(1)] = =52, and var[yk(t)]:—AO(t);Ak(t)

Y

(21)

respectively. Meanwhile, the common effect Z(¢) introduces dependence

among the multiple degradation processes

min (Ao (t1), Ao (t2))
3

Cov [V, (t1), Vi, (t2)] = k1 ko (22)

At any given time t, Pearson correlation coefficient is

Ao(t)
vV (Ao(t) + Ag, (1) (Ao(t) + Ag,(t))

P [Yk1 (t)a Y, (t)] = k1 # k. (23)

v
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Multivariate rlG degradation model Model definition

Proposition 2: Joint PDF and CDF of Yi(¢),...,Y)

K

g
fre (W, k) Z/O fric (Z;Ao(t)ﬂ)HfrIG (yr — 2; Ax(t),v) dz,

k=1

where § = min{y1,...,yx }, where y1,...,yx are the observed dagradation
values, f.;c(-) is given by (2). The CDF is expressed as

Fy@y (Y1, -, YK) / fric (23 Ao(2) HFrIG (ye — 25 Ax(2),7) dz2,

where F.;c(-) is given by (3).
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Multivariate rlG degradation model Model definition

System failure-time

Let Tp = inf{¢t : Y1(t) > Dy or --- or Yi(t) > Dk}, where
D = (Dy,Ds,..., D) is a vector storing all PC failure thresholds.

Proposition 3: CDF of system failure time Tp

7 K
FT’D(t | A(t)7’77’D) = /0 ll - H (FTIG(Dk - Z;Ak(t)ay))‘| f'rIG (Z;Ao(t),’)’) dZ,
k=1

where A(t) = (Ag(t),...,Ax(t)), and § = min{yi,...,yx}.

BRE (ZJSV) Applications of RIG Process



Multivariate rlG degradation model Model definition

Integral approximation

GL quadrature method

CDF of system failure-time can be approximated as

FT‘D (t | A(t),"y, D)

~l K _ ~
= g;wq ll = H <FTIG(D/€ = M;Ak(t),y))] fric (M;Ao(t),y) )

2
k=1

where [ is a given order, u, is the root of the Legendre polynomial and wj is
the corresponding weight.

Applications of RIG Process



Multivariate rlG degradation model Statistical inference

@ n systems are tested in an experiment.

The degradation of the K PCs in the i-th system are measured at m; time points,
denoted as T; = (ti1,. .-, tim,)

Degradation values are Y; 1, = (Yik1,..., Yigm,) fork=1,... . K, i=1,...,n.

The degradation increments of the k-th PC between (t; ;_1,t; ;] as
AYikj 2 Yig— Yk forj=1,...,m.

Sett;0=0and Y; 10 =0.

Denote AY; . ; = (AYi1j,. .., AYi,K,j)/-

Applications of RIG Process



Multivariate rlG degradation model Statistical inference

Parameter

@ Aw(t) = A(t; ag, Bi) involves unknown parameters oy, and i, where kK =0,..., K.
@ Power-law form Ay (t) = Bxt“* and log-linear form Ay (t) = B [exp(ayt) — 1].

@ For parameter nonidentifiability problem, we assume Ag(t) = Ag(t; ap).

@ Let A(t) = (Ao(t),...,Ax(t)).

@ Model parameters are 8 = {3, o, 7}, with B = (B1,...,0k) and a = (ag, ..., ax)".

Applications of RIG Process



Multivariate rlG degradation model Statistical inference

Likelihood

Given the observed data AY;.;,i=1,...,n,7=1,...,m;,

Likelihood function

0 = arg maxz Zlnp (AY;.; | 0)
L

with

Agi,j
p(AY;,;,j | 0) =/0 fria (Azi,j§AA0(ti,j)a7)
K

x T fric (Ayips — Azig; Ad(tig), ) dAz g, (24)
k=1

where Ag; ; = min{AY;1,...,AY; g ;}.

Applications of RIG Process



Multivariate rlG degradation model Statistical inference

@ Consider Z; j = Z; (t; ;) fori=1,...,n,j =1,...,m; as the missing data;
@ Define Zi:(Zi,17--- 'Lm,) AAlkJ —AAk( ) =0,...,K.
"] A}/i,k,j - AZZ,] | Z,L ~ T’Ig (AAi,k,j;fy)y with 0 < AZz,j < Agm

@ Denote Y ={AY;.;,i=1,....,n,j=1,...,m;}, and Z={Z,..., Z,}.

Applications of RIG Process



Multivariate rlG degradation model Statistical inference

Log-likelihood with the complete data

>

(6 1Y,z2)=>"
=17

i

K
{Zh’lp (AY%,k,j — AZi’j | AZi’j) - lnp (AZl’J)} 5 (25)

1 (k=1

1
lnp(AYi,k’j — AZi,j | AZi’j) = — 5 1n(271') + In AAi,k,j — gln (AY;"]@J' — AZi,j)

AAFy V(BTG 5 = B 5]

AA’L ] — 9
IR S Ay AZiy) 2

AN, _1?AZy
ONZ; 2

1
lnp (AZl,]) == 5 111(271') +In AAi,O,j - ’YAAi,O,j = ;ln AZi’j =

Applications of RIG Process



Multivariate rlG degradation model Statistical inference

@ Initialization: Start with initial values 8(®) for the parameters 8, and set the tolerance
error w.

@ E-step: Calculate ) (0 | 0)) =1 [((0 | ¥,Z) | Y,00°)], based on the s-th iteration
of parameters estimation ().

@ M-step: Compute the (s + 1)-th parameter estimation 06t using
¢+ = argmaxg Q CA 6)).

@ lteration: Iterate through the E-step and M-step until ||0(s+1) — H(S)H < w, where

|| - || denotes the Euclidean distance.

@ Output: Obtain the ML estimates of 6.
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Multivariate rlG degradation model Statistical inference

Determine initial parameter estimators

@ Based on AV, ; = 1/n Y0 AYip, A2y =30 (AYik; — AV )/ (n— 1),

we calculate the estimate for ~:

K i Ve
D k=1 Z;nﬂ AY. k. j
K i :
> k=1 Z;‘nﬁ A5:2,k,j

’?:

© Assuming 4 is known, we optimize the formula to estimate 3 and «.

g e frwr var [AY; j]
n m; K 22 2
L z TAY
=oing DD DRy T Ak AN Ak
i=1 j=1 k=1 0, o~
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Model validation

@ Goodness of fit (GOF) test: Evaluates each PC's rIG model using x? Q-Q plots and
the KS test based on the statistic [JAY; ;& — AAg(ti ;) — Ado(ti ;)]?/AYi .k, which
approximates an i.i.d. x? distribution.

@ Common dispersion parameter ~ test: Analyzes if all PCs operate under a common
~ or distinct ; for each PC through the chi-square test statistic 7 = —2(¢; — £5),
contrasting the log-likelihoods of a unified model against a heterogeneous model.

@ Model selection: Uses the Akaike Information Criterion (AIC), AIC = 2k — 2/, to
determine the most suitable model, focusing on the trade-off between model fit and

complexity.
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PMB degradation data

Table 3: Parameter point estimates regarding the PMB data.

Model Scen. (7] aq a9 ﬁl ,82 vy AIC

| 0.866 1.296 1.463 0.028 0.124 3.030  -2219.427
1l 0.724  0.104 0.068 0.942 6.182 4375  -2494.123

Proposed
11 0.100 0.994 1.205 0.395 0.531 4263 -2603.588
\% 0.098 0.009 0.025 42.099 30.476 4.299 -2594.714
Power - 1.518 1.456 0.151 0.317 3.703 -637.266
Independent
Log-linear - 0.056  0.054 6.830 11.944  4.079 -744.887
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Multivariate rlG degradation model Case study

PC1 PC2 PC1 PC2

| p-value: 0.645

p-value: 0.295
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(a) Q-Q plots under scenario III model (b) Estimated mean degradation path

Figure 8: Summary of PMB data analysis results: Q-Q plots under scenario Ill model and
the estimated mean degradation path.
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Multivariate rlG degradation model Case study
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Figure 9: Correlation coefficients and reliability curves for PMB data.
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Multivariate rlG degradation model Case study

Fatigue crack-size data

Crack Length (inches)

PC1 PC2 PC3
0.64
0.4+
0.24
0.09 7
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Millions of cycles (x 10)

Figure 10: Degradation paths for fatigue crack-size growth data.
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Multivariate rlG degradation model Case study

Table 4: Parameter point estimates regarding the fatigue crack-size data.

Model Scen. o a1 Qo as b1 B2 B3 0l AlC

I 1.178 1327 1332 0.736 0.796 0.415 0.249 4.836 -717.838
1l 0.957 0.155 0.161 0.162 9.828 6.094 3.429 6.648 -804.636

Dependent
1l 0.249 1.201 1.153 0.946 1999 1.490 1310 6.412 -822.131
\% 0.067 0.119 0.111 0.090 19.683 16.286 15.236 6.789 -1410.667
Power - 1.479 1359 1206 1.129 1.119 1.107 5.254 -221.197
Independent
Log-linear - 0.126 0.105 0.081 17.880 17.698 17.978 6.602 -281.749
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Multivariate rlG degradation model Case study

PC1 PC2 PC3

p-value: 0.054

p-value: 0.336

p-value: 0.631

Sample quantiles
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(a) Q-Q plots under scenario IV model
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N
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Millions of cycles

(b) Estimated mean degradation path

Figure 11: Summary of fatigue crack-size data analysis results: Q-Q plots under scenario IV
and the estimated mean degradation path.
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Multivariate rlG degradation model Case study

Millions of cycles

Figure 12: Reliability function and PDF for fatigue crack-size data.
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Multivariate rlG degradation model Case study

Thanks!
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